Abstract—In this description, we provide a brief introduction of our solver CBPeneLoPe 2015 version submitted to SAT Race 2015. We implemented Community Branching (CB) in the latest version of PeneLoPe and enhanced some functions of the previous version submitted to SAT Competition 2014.

I. COMMUNITY BRANCHING

Portfolio approach for parallel SAT solvers is known as the standard parallelization technique. In portfolio, diversification of the search between workers is an important factor in portfolio [5]. The diversification is implemented by setting different parameters for each worker. However, it is difficult to combine the search parameters properly in order to avoid overlaps of search spaces between the workers. For this issue, we proposed a novel diversification technique, denominated community branching [6]. In this method, we assign a different set of variables (community) to each worker and force them to select these variables as decision variables in early decision levels. Hence each worker focuses on a specific set of variables, and that enables the solver to search across the search spaces.

In order to create communities, we create a graph where a vertex corresponds to a variable and an edge corresponds to a relation between two variables in a same clause, proposed as Variable Incidence Graph (VIG) in [1]. After that, we apply Louvain method [3], one of the modularity-based community detection algorithms, to make the communities of the VIG. The variables in a community have strong relationships, and a distributed search for different communities can benefit the whole search.

The pseudo code of community branching is exhibited in Figure 1. The function “assign_communities” conducts the community detection for the VIG made from the given CNF and learnt clauses. The reason why the learnt clauses are included is that this function can be called multiple times during the search. We should reconstruct the communities along with the transformation of the graph caused by the learnt clauses, which is also mentioned in [1].

The function “community_detection” returns detected communities, in which the Louvain method is used, from the given CNF and learnt clauses. The variable “coms” is a set of the communities (a two-dimensional array). If this function is called at first time, the communities in “coms” are sorted by each size in descending order. Then they are assigned to each worker until nothing is left so that each worker has at least one community and each community is assigned to at least

```
assign_communities() {
    coms = community_detection(
        convert_CNF_to_VIG(
            given_CNF + learnt_clauses)
    );
    i = 0;
    if(this is the first call of this function){
        sort_by_size_in_descending_order(coms);
        // assign a community to each worker
        for(; i < worker_num; i++){
            assign(coms[i % coms.size()], i);
        }
        // assign the rest of communities
        for(; i < coms.size(); i++) {
            worker_id = i % worker_num;
            assign(coms[i], worker_id);
        }
    }else{
        for(; i < coms.size() || i < worker_num; i++){
            com = coms[i % coms.size()];
            [get the most frequent worker ID in com by considering the previous recorded IDs]
            assign(coms[i], target_worker_id);
        }
    }
}
```

```
[for each variable, record worker ID where the variable was assigned]
```

```
run_count = 0;
community_branching() {
    if (run_count++ % INTERVAL > 0)
        return;
    [choose one of the assigned communities in rotation]
    for each var in the chosen community
        bump_VSIDS_score(var, BUMP_RATIO);
}
```

Fig. 1. Pseudo code of community branching (C++ language like)
one worker. After the first call, they are assigned to a worker by considering the previous assignment of each variable. In the previous version, we merely assign the communities to the workers only by considering their size. In this version, we prompt each worker to search similar communities. This procedure is conducted only by a master thread (thread ID 0), and the learnt clauses only in the master thread are used.

After the assignment of the communities, each worker calls the function “community_branching” for every restart. This function chooses a community from the given communities and increases the VSIDS scores of the variables in the chosen community. The variable “run_count” counts the number of the executions of this function, and the main part of this function is executed for every “INTERVAL” restarts. This constant number adjusts the switching of the used community. If this value is small, the worker quickly switches the focusing community. In the main part of this function, one community is chosen, and the VSIDS scores of the variables are increased by proportional to “BUMP_RATIO”. In general, “BUMP_RATIO” is set to 1 at clause learning. In order to force the variables in the community to be selected as decision variables right after the restart, “BUMP_RATIO” should be a large value. In addition, we set an interval for reconstruction of the communities, an interval for the function “assign_communities”. We call it “Community Reconstruction Interval (CRI)” in this description. In particular, the communities are reconstructed for every “CRI” restarts.

II. CBPeneLoPe2015

We implemented community branching in PeneLoPe [2] and modified the configuration file (“configuration.ini”) to adapt the solver to 8 or 64 cores environment. We use SatELite [4] as preprocessor. We set “INTERVAL” as one, “BUMP_RATIO” as 10 and “CRI” as 500 for community branching.
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